HDF5 Data Flow Pipeline for H5Dread

This document describes the HDF5 library’s data movement and processing activities when H5Dread is called for a dataset with chunked storage. The document provides an overview of how memory management, filter operations, datatype conversions, and value transformations occur as data is transferred from an HDF5 file to an application’s memory buffer. The intended audience includes HDF5 application developers who would like a better understanding of HDF5’s handling of filters, datatype conversions, and value transformations, or who are concerned with performance tuning and memory management, in the context of H5Dread.

1 Introduction

This document outlines how data stored in the chunked storage format moves from an HDF5 file on disk into an application’s memory buffer when H5Dread is called.

Section 2 introduces two slightly different H5Dread examples that incorporate filters, datatype conversions, and value transformations. Section 3 follows the path of data from disk to application memory, giving a step-by-step explanation of the data flow pipeline for the two examples.

Sections 2 and 3 include code samples, references to HDF5 APIs, and notes about default buffer sizes that are not crucial to the description of pipeline data movement and processing activities. This information, which appears in highlighted boxes, is included to help readers connect the pipeline description to options provided by the HDF5 library for controlling behavior and tuning performance during the H5Dread call. Note that the code samples do not include error checking.

A UML activity diagram that summarizes the data movement and processing steps in the pipeline is presented in Section 4. The activity diagram gives a high-level view of the operations that are examined in detail in Section 3. Some readers may prefer to review Section 4 prior to reading Sections 2 and 3.

2 Examples

Two example H5Dread requests are described in this section. Both examples read the same data from an HDF5 file stored on disk. The data and buffer sizes used in the examples are unrealistically small, but serve the purpose of illustrating the pipeline.

In the first example, the data read completely fills the application’s memory buffer, overwriting all data that is initially in the buffer. In the second example, the application’s buffer is larger than the data read, so only some of the data in the buffer is overwritten. The first example applies a value transformation to the data being read from disk, while the second does not.
In both examples, the file datatype is different than the memory datatype, so a datatype conversion is done as part of the read operation.

2.1 Data to be read
An HDF5 file stored on disk has a dataset, D. In both of the examples, a region of dataset D will be read. The desired region is 4 elements x 4 elements, with the first element to be read at index <1,1>.

HDF5 dataset D has these characteristics:
1) Number of dimensions: 2
2) Dimension sizes: 32 x 64
3) Chunked storage with chunks of size 4x4
4) 32-bit integer atomic datatype
5) Little-endian representation
6) Compressed with the DEFLATE filter
7) Fletcher 32 checksum filter applied

Region of Interest:
1) Number of dimensions: 2
2) Dimension sizes: 4 x 4
3) Offset in dataset: <1,1>

Therefore:
- Total cells in array equals: 32 * 64 = 2048
- Size of array (uncompressed) is: 2048 * 4 bytes = 8192 bytes
- Each chunk has uncompressed size of: 4*4*4 = 64 bytes
- There are 128 chunks in the file
- Total cells in region of interest equals: 4 * 4 = 16
- Size of region of interest (uncompressed) is: 16 * 4 bytes = 64 bytes

Hyperslab selection for source
A hyperslab selection is used to specify the region from dataset D that will be transferred with the H5Dread call. A 4 x 4 array of elements, positioned at <1,1> will be read. The C code to do the selection of the hyperslab in the file dataspace is shown here:

```c
/* get the file dataspace */
space_src = H5Dget_space(dataset);

/* define hyperslab in the dataset */
start_src[0] = 1; start_src[1] = 1;
count_src[0] = 4; count_src[1] = 4;
status = H5Sselect_hyperslab(space_src, H5S_SELECT_SET, start_src, NULL,
```
Figure 1 shows a conceptual representation of dataset D with uncompressed data. The desired region and the chunks that contain it are shown in green and yellow, respectively.

**Figure 1: Conceptual representation of dataset D**

In Figure 1, the chunks and region of interest are represented by the yellow and green areas of the diagram. Figure 2 shows an enlarged view of the region and chunks, with labels added. The dashed lines delineate individual elements in the dataset. Elements in the region of interest have been labeled so they can be traced through the pipeline process.

**Figure 2: Conceptual representation of region and chunks in dataset D**

Figure 3 shows a more accurate depiction of the chunks and elements in the region as they could be laid out on disk. Note that data in each chunk is stored contiguously on disk, and that the chunks have unequal sizes due to compression of the data.

**Figure 3: Conceptual representation of chunks and region elements on disk**
2.2 Example A

In the first example, the application’s memory buffer is a 4 x 4 array. Every element in the array will be filled with elements read from dataset D, so no hyperslab selection is needed for the destination dataspace.

The application’s memory buffer characteristics are:

1) Number of dimensions: 2
2) Dimension sizes: 4 x 4
3) 64-bit integer atomic datatype
4) Big-endian representation

Therefore:

- Total cells in array equals: 4 * 4 = 16
- Size of array is: 16 * 8 bytes = 128 bytes

In this example, the application includes a value transformation in the data transfer property list for the H5Dread call. The transformation specifies that the integer value “2” should be added to each element in the region of interest before it is copied to the application’s memory buffer.

Example A: H5Dread setup and call

The application’s memory buffer and dataspace are both 4 x 4. A value transformation is used to add “2” to each element that is read. The C code to allocate the memory buffer, define the memory dataspace, specify the value transformation operation, and make the read call is shown here:

```c
/* memory buffer */
int destA[4][4];
...

/* define memory dataspace */
space_destA = H5Screate_simple(2,dims_destA,NULL);

/* create data transfer property list and specify value transformation */
dxpl_id_vtrans = H5Pcreate(H5P_DATASET_XFER);
H5Pset_data_transform(dxpl_id_vtrans,"x+2");

/* call H5Dread */
status = H5Dread (dataset, H5T_NATIVE_INT, space_destA, space_src,
                  dxpl_id_vtrans, destA )
```

2.3 Example B

In the second example, the application’s memory buffer is a 2 x 16 array. The 16 elements read will be distributed non-sequentially in the application’s buffer, as described by a hyperslab selection in the memory dataspace parameter.

The application memory buffer characteristics are:

1) Number of dimensions: 2
2) Dimension sizes: 2 x 16
3) 64 bit Integer atomic datatype
4) Big-endian representation

Therefore:

• Total cells in array equals: 2 * 16 = 32
• Size of array is: 32 * 8 bytes = 256 bytes

No value transformation is applied in this example.

Example B: H5Dread setup and call

The application’s memory buffer and dataspace are both 2 x 16. A hyperslab selection on the memory dataspace specifies the 16 elements that will be updated by the read. The C code to allocate the memory buffer, define the dataspace, select the hyperslab, and make the read call is shown here:

```c
/* memory buffer */
int destB[2][16];
...

/* define memory dataspace */
dims_destB[0] = 2; dims_destB[1] = 16;
space_destB = H5Screate_simple(2, dims_destB, NULL);

/* define memory hyperslab selection */
start_destB[0] = 0; start_destB[1] = 0;
block_destB[0] = 2; block_destB[1] = 1;
count_destB[0] = 1; count_destB[1] = 8;
stride_destB[0] = 2; stride_destB[1] = 2;
status = H5Sselect_hyperslab(space_destB, H5S_SELECT_SET, start_destB,
                             block_destB, count_destB, block_destB);

/* call H5Dread */
status = H5Dread(dataset, H5T_NATIVE_INT, space_destB, space_src, H5P_DEFAULT, destB);
```
3 Data Flow Pipeline

The HDF5 library performs a series of steps when H5Dread is called. For datasets with chunked storage, each chunk that contains data to be read is individually processed. After all of the chunks have been read and processed, the library returns from the H5Dread call.

The steps in the data flow processing pipeline for the H5Dread call are detailed here, using the examples outlined in the previous section to illustrate the process.

3.1 Step 1: Read chunk from disk

The HDF5 library reads a chunk of the dataset that contains data in the region of interest from disk. For the given examples, chunk A would be read the first time this step executes. Steps 2-9 are applied to each chunk.

If one or more filters were applied when the dataset was written, as they were in the given examples, processing continues with Step 2. Otherwise, processing continues with Step 3.

3.2 Step 2: Reverse filter(s)

**Filters in HDF5**

The HDF5 library allows applications to specify filters to apply when a dataset is written to an HDF5 file via the H5Pset_filter call. These filters perform operations such as compression, encryption, and checksum computation. Each filter operation applied when a dataset is written must be “reversed” when the dataset is read. For instance, if a dataset was compressed when written, it must be uncompressed when read.

If multiple filters are specified for the write, the application controls the order in which the filter operations are applied to the dataset. The read operation reverses the filter operations in the opposite order to the one used when the dataset was written. That is, the last filter applied when writing is the first filter reversed when reading, and so on.

In dataset D, two filters were applied when the data was written. The DEFLATE compression filter was applied first, followed by the Fletcher 32 checksum filters. The last filter applied when the dataset was written, the checksum filter, is reversed first in the H5Dread processing pipeline.

3.2.1 Compute and verify checksum

Using memory in the application’s memory space (heap) that is managed by the HDF5 library, the HDF5 library computes the checksum for the current chunk and compares it to the saved value. If there is a checksum mismatch and error detection is enabled, the H5Dread call will return an error at this point. Otherwise, processing continues.

**Checksum error detection**

Checksum error detection is enabled by default. H5Pset_edc_check can be used to disable checksum error detection.
3.2.2 Uncompress data

Again using memory in the application’s memory space (heap) that is managed by the HDF5 library, the DEFLATE filter is reversed and the current chunk is uncompressed.

3.3 Step 3: Put chunk in cache or heap

**HDF5 chunk cache**

Every HDF5 dataset with the chunked storage format has an *HDF5 chunk cache* associated with it. The HDF5 chunk cache for the dataset is allocated from the application’s memory and managed by the HDF5 library. As its name suggests, the cache remains allocated across multiple calls, and is used to provide performance optimizations in accessing data.

The default size of each HDF5 chunk cache is 1 MB in HDF5 Releases 1.6.x and 1.8.x. H5Pset_chunk_cache, introduced in Release 1.8.3, allows control of the chunk cache size on a per-dataset basis.

If there is sufficient space in dataset D’s chunk cache, the data for the current chunk is stored there. Otherwise, it is temporarily stored on the heap in memory managed by the HDF5 library. Data in the chunk cache always has the disk datatype representation and is always in the “filters reversed” form.

In the given examples, the uncompressed data for the current chunk will be stored. A chunk cache of at least 64 bytes is needed to hold a single chunk of uncompressed data for dataset D.

![Figure 4: Steps 1-3 of data flow pipeline](image)

Steps 1, 2, and 3 are represented graphically in Figure 4. At this point, all filters have been reversed (checksum and decompression in the given examples), and the datatype matches its representation in the file (32-bit little-endian integer in this case).
If no datatype conversion is needed and no value transformation is specified, processing continues with Step 9 for each chunk.

Example A involves datatype conversion and value transformation, and Example B involves datatype conversion, so Steps 4-8 are performed for both examples.

### 3.4 Step 4: Allocate temporary buffer for datatype conversion / value transformation

The first time the HDF5 library is ready to perform a datatype conversion and/or value transformation for a given H5Dread call, HDF5 allocates a temporary buffer in the application’s memory to perform the necessary operations on the array elements in the region of interest.

The number of bytes needed to process one dataset array element depends on the “larger” of the file and memory datatypes. In the given examples, the memory datatype (64 bit integer) is larger than the disk datatype (32 bit integer). Therefore, it will take 8 bytes (64 bits) in the temporary buffer to process one dataset array element.

For the purpose of explanation, assume the temporary buffer is 64 bytes. In the given examples, up to eight elements of the dataset (64 bytes in buffer/ 8 bytes per element) can be resident in the temporary buffer at any given time.

#### Temporary buffer size

The default size of the temporary buffer used for datatype conversion and/or value transformation is 1 MB in Release 1.8.2. The size can be controlled with H5Pset_buffer.

The following steps are taken for each chunk.

### 3.5 Step 5: Copy array elements to temporary buffer

Unprocessed elements in the region of interest are gathered from the chunk cache (or the HDF5-managed memory on the heap if the chunk cache was too small) into the temporary buffer. The size of the temporary buffer determines the maximum number of elements that can be gathered at one time.

Considering chunk A in the examples, eight of the nine elements that are of interest will fit into the temporary buffer. Figure 5 depicts the temporary buffer at this stage of the pipeline.

![Figure 5: Temporary buffer with first eight elements in region](image)

### 3.6 Step 6: Perform datatype conversion

If the memory representation is not the same as the disk representation, datatype conversion is performed by the HDF5 library on the values in the temporary buffer.
In the examples, the values will be converted from 32-bit little-endian integers into 64-bit big-endian integers. Figure 6 illustrates the contents of the temporary buffer after the datatype conversion.

![Figure 6: Temporary buffer with first eight elements after datatype conversion](image)

### 3.7 Step 7: Perform value transformation

If the property list used in H5Dread includes a data transformation, as it does in Example A, the algebraic operation specified in the transformation is applied to each element in the temporary buffer by the HDF library.

In Example A, each of the eight 64-bit big-endian integers in the temporary buffer will have 2 added to it. For instance, if element 3 in the array had the value 65 in the HDF5 file on disk, it will have the value 67 in the temporary buffer after Step 7 completes.

### 3.8 Step 8: Copy elements from temporary buffer to application’s buffer

The HDF library scatters elements from the temporary buffer into the application’s memory buffer, using offsets computed from the hyperslab selections specified in the dataspace parameters of the H5Dread call.

Figure 7 represents the contents of the application’s memory buffer for Example A after this step completes the first time. The elements in the application’s memory buffer have been converted into the memory datatype and have had the value transformation applied.

![Figure 7: Application's memory buffer after first pass through Step 8 for Example A](image)

Figure 8 represents the contents of the application’s memory buffer for Example B after Step 8 completes the first time. The elements in the application’s memory buffer have been converted into the memory datatype. No value transformation is applied in Example B.
Steps 5-8 are repeated until all elements in the region of interest for the current chunk have been processed and copied into the application’s memory buffer.

Steps 1-8 are repeated until all chunks containing data in the region of interest have been processed and all requested data has been copied into the application’s memory buffer.

After all requested data in the region of interest has been processed and copied into the application’s memory buffer, the HDF5 library continues with Step 10.

3.9 Step 9: Scatter elements from chunk to application’s buffer
This step is not performed for either Example A or Example B.

If no datatype conversion is needed and no value transformation is specified, this step follows Step 3. In this step, the HDF5 library copies the elements in the region of interest for the current chunk from the memory it manages (chunk cache or heap) into the application’s memory buffer. This gather/scatter operation is based on the chunk and application buffer offsets the library computes from the hyperslab selections specified in the file and memory dataspace parameters used in the H5Dread call.

Steps 1-3 and 9 are repeated until all chunks containing data in the region of interest have been processed and all requested data has been copied into the application’s memory buffer.

After all requested data in the region of interest has been processed and copied into the application’s memory buffer, the HDF5 library continues with Step 10.

3.10 Step 10: Free memory
The HDF5 library frees the memory it allocated in the course of performing Steps 1-9. Note that memory allocated to the chunk cache is not freed until the dataset is closed.

3.11 Step 11: Return from H5Dread
With the requested data in the application’s memory buffer, and the memory used to perform the processing associated with the read released, the HDF5 library returns from the H5Dread call.

Figure 9 shows the contents of the application’s memory buffer when H5Dread returns for Example A, and Figure 10 shows the results for Example B.
4 H5Dread Activity Diagram

Figure 11 shows a UML activity diagram for the H5Dread call when a dataset with chunked storage layout is being read. The diagram shows the activities involved in fulfilling the read request, without the step-by-step detail given in Section 3.
Figure 9: H5Dread activity diagram
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Suggested Revisions

These suggested revisions were deferred due to time constraints. Readers are encouraged to send additional suggestions for improving the document to docs@hdfgroup.org.

- Add a simpler example with no chunking, no filters, and no subsetting. This would document how things are different without chunked storage, and introduce the concepts more gradually.
- Move the Activity Diagram to the beginning of the document, and add text explaining it. Possibly add another activity diagram that shows the data flow pipeline in less detail, then show the detailed version.
- Provide rigorous definitions of the terms used, either by referencing definitions provided elsewhere, or including definitions in this document.
- Revisit special formatting used for code examples and information about HDF5 library settings and APIs. Current format emphasizes the sections, which were meant to be “technical asides”.
- Consider adding explicit discussions about performance issues.
- Remove details about default buffer sizes from this document, as they can change with different versions. Perhaps put the information in a summary table that will be updated for each release so that it can be referenced from this document.