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# Introduction to MPI Atomicity

 ???????

See HDFFV-7961.

## MPI Atomicity Function Summary ???????

Functions used in MPI atomicity operations are listed below.

| Function Listing 1. MPI atomicity functions |
| --- |
| C Function | Purpose |
| H5Pset\_file\_image | Allows an application to specify an initial file image. For more information, see page 12. |
| H5Pget\_file\_image | Allows an application to retrieve a copy of the file image designated for a VFD to use as the initial contents of a file. For more information, see page 12. |
| H5Pset\_file\_image\_callbacks | Allows an application to manage file image buffer allocation, copying, reallocation, and release. For more information, see page 13.  |
| H5Pget\_file\_image\_callbacks | Allows an application to obtain the current file image callbacks from a file access property list. For more information, see page 16. |
| H5Fget\_file\_image | Provides a simple way to retrieve a copy of the image of an existing, open file. For more information, see page 18. |
| H5LTopen\_file\_image | Provides a convenient way to open an initial file image with the Core VFD. For more information, see page 19. |

## Abbreviations ???????

The following abbreviations are used in this document:

| Table 1. Abbreviations |
| --- |
| Abbreviation | This abbreviation is short for:  |
|  ???????  |  |
|  |  |
|  |  |

## Developer Prerequisites ???????

Developers who use the file image operations described in this document should be proficient and experienced users of the HDF5 C Library APIs. More specifically, developers should have a working knowledge of property lists, callbacks, and virtual file drivers.

## Resources ???????

See the following for more information.

The “RFC: File Image Operations” is the primary source for the information in this document.

The “Alternate File Storage Layouts and Low-level File Drivers” section is in “The HDF5 File” chapter of the *HDF5 User’s Guide* at <http://www.hdfgroup.org/HDF5/doc/UG/UG_frame08TheFile.html>.

The H5Pset\_fapl\_core function call can be used to modify the file access property list so that the Memory virtual file driver, H5FD\_CORE, is used. The Memory file driver is also known as the Core file driver. See the *HDF5 Reference Manual* at <http://www.hdfgroup.org/HDF5/doc/RM/RM_H5P.html#Property-SetFaplCore> for more information.

Links to the “Virtual File Layer” and “List of VFL Functions” documents can be found on the “HDF5 Technical Notes” page at <http://www.hdfgroup.org/HDF5/doc/TechNotes.html>.

# RM Entries

There are two MPI atomicity related APIs. They are H5Fset\_mpi\_atomicity and H5Fget\_mpi\_atomicity. The RM entries for the APIs appear below.

## H5Fset\_mpi\_atomicity

Name: H5Fset\_mpi\_atomicity

Signature:

 herr\_t H5Fset\_mpi\_atomicity( hid\_t file\_id, hbool\_t flag )

Purpose:

 Sets the atomicity mode to true, if flag is TRUE, or false if flag is FALSE.

Description:

 The consistency semantics for data access using the file\_id is set by calling H5Fset\_mpi\_atomicity collectively among all processes belonging to the group of the communicator used to open the file. H5Fset\_mpi\_atomicity is collective; all processes have to pass the same value for file\_id and flag. This routine is only available if the HDF5 library is configured with parallel support (--enable-parallel) and is meant to be used when the only if the H5FD\_MPIO driver is used.

Limitations:

H5Fset\_mpi\_atomicity calls MPI\_File\_set\_atomicity underneath and is not supported if the execution platform does not support MPI\_File\_set\_atomicity. In the case where MPI\_File\_set\_atomicity is supported, the performance of data access operations might drop significantly is atomicity is set to true.

In certain scenarios, even if MPI\_File\_set\_atomicity is supported, setting atomicity to true using H5Fset\_mpi\_atomicity does not really yield atomic updates, because an H5Dwrite (for example) may translate into multiple MPI\_File\_write\_at functions underneath. This happens in all cases where the high level file access routine translates to multiple lower level file access routines. The following scenarios will encounter this issue:

 Non-contiguous file access using independent I/O

 Partial collective I/O using chunked access

 Collective I/O using filters or when data conversion needs to happen

This means that atomicity is done per 1 MPI file access operation and not 1 HDF5 access operation, which is highly unlikely what most user wants. The use of barriers after the H5Dwrite and before the H5Dread in addition to setting atomicity to true in the user’s application would ensure additional ordering semantics and would actually solve this issue, since the barrier will guarantee that all underlying write operations will execute atomically before the read operations starts.

Parameters:

 hid\_t file\_id

 IN: Identifier of a file to terminate access to.

 hbool\_t flag

 IN: Logical flag to set the atomicity to.

Returns:

 Returns a non-negative value if successful; otherwise returns a negative value.

Fortran90 Interface: h5fset\_mpi\_atomicity\_f

SUBROUTINE h5fset\_mpi\_atomicity\_f(file\_id, flag, hdferr)

 IMPLICIT NONE

 INTEGER(HID\_T), INTENT(IN) :: file\_id ! File identifier

 INTEGER(HBOOL\_T), INTENT(IN) :: flag ! Atomicity flag

 INTEGER, INTENT(OUT) :: hdferr ! Error code

 ! 0 on success and -1 on failure

END SUBROUTINE h5fset\_mpi\_atomicity\_f

## H5Fget\_mpi\_atomicity

Name: H5Fget\_mpi\_atomicity

Signature:

 herr\_t H5Fget\_mpi\_atomicity( hid\_t file\_id, hbool\_t \*flag )

Purpose:

 Returns the atomicity mode that is used.

Description:

 H5Fget\_mpi\_atomicity returns the current consistency semantics mode for data access using the file\_id. If flag is true, then the atomic mode is enabled, otherwise, if flag is false, nonatomic mode is enabled.

Parameters:

 hid\_t file\_id

 IN: Identifier of a file to terminate access to.

 hbool\_t \*flag

 OUT: Logical flag to indicate atomic (true) or nonatomic (false) mode.

Returns:

 Returns a non-negative value if successful; otherwise returns a negative value.

Fortran90 Interface: h5fget\_mpi\_atomicity\_f

SUBROUTINE h5fget\_mpi\_atomicity\_f(file\_id, flag, hdferr)

 IMPLICIT NONE

 INTEGER(HID\_T), INTENT(IN) :: file\_id ! File identifier

 INTEGER(HBOOL\_T), INTENT(OUT) :: flag ! Atomicity flag

 INTEGER, INTENT(OUT) :: hdferr ! Error code

 ! 0 on success and -1 on failure

END SUBROUTINE h5fget\_mpi\_atomicity\_f